Computational Mathematics, Applied Mathematics, Probability and Statistics (the second draft)
Computational Mathematics
Interpolation and approximation
Polynomial interpolation and least square approximation; trigonometric interpolation and approximation, fast Fourier transform; approximations by rational functions; splines. 
Nonlinear equation solvers
Convergence of iterative methods (bisection, secant method, Newton method, other iterative methods) for both scalar equations and systems; finding roots of polynomials. 
Linear systems and eigenvalue problems
Direct solvers (Gauss elimination, LU decomposition, pivoting, operation count, banded matrices, round-off error accumulation); iterative solvers (Jacobi, Gauss-Seidel, successive over-relaxation, conjugate gradient method, multi-grid method, Krylov methods); numerical solutions for eigenvalues and eigenvectors

Numerical solutions of ordinary differential equations
One step methods (Taylor series method and Runge-Kutta method); stability, accuracy and convergence; absolute stability, long time behavior; multi-step methods

Numerical solutions of partial differential equations
Finite difference method; stability, accuracy and convergence, Lax equivalence theorem; finite element method, boundary value problems
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Applied Mathematics 
ODE with constant coefficients; Nonlinear ODE: critical points, phase space & stability analysis; Hamiltonian, gradient, conservative ODE’s.

Calculus of Variations: Euler-Lagrange Equations; Boundary Conditions, parametric formulation; optimal control and Hamiltonian, Pontryagin maximum principle.

First order partial differential equations (PDE) and method of characteristics; Heat, wave, and Laplace’s equation; Separation of variables and eigen-function expansions; Stationary phase method; Homogenization method for elliptic and linear hyperbolic PDEs; Homogenization and front propagation of Hamilton-Jacobi equations; Geometric optics for dispersive wave equations.
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Probability 
Random Variables; Conditional Probability and Conditional Expectation; Markov Chains; The Exponential Distribution and the Poisson Process; Continuous-Time Markov Chains; Renewal Theory and Its Applications; Queueing Theory; Reliability Theory; Brownian Motion and Stationary Processes;  Simulation.
Reference:  Sheldon M. Ross, Introduction to Probability Models
Statistics 
Distribution Theory and Basic Statistics

 Families of continuous distributions: Chi-sq, t, F, gamma, beta; Families of discrete distributions: Multinomial, Poisson, negative binomial; Basic statistics: Mean, median, quantiles, order statistics

Likelihood principle

Likelihood function, parametric inference, sufficiency, factorization theorem, ancillary statistic, conditional likelihood, marginal likelihood.

Testing

Neyman-Pearson paradigm, null and alternative hypotheses, simple and composite hypotheses, type I and type II errors, power, most powerful test, likelihood ratio test, Neyman-Pearson Theorem, monotone likelihood ratio, uniformly most powerful test, generalized likelihood ratio test.

Estimation

Parameter estimation, method of moments, maximum likelihood estimation, unbiasedness, quadratic and other criterion functions, Rao-Blackwell Theorem, Fisher information, Cramer-Rao bound, confidence interval, duality between confidence interval and hypothesis testing.

Bayesian Statistics

Prior, posterior, conjugate priors, Bayesian loss

Nonparametric statistics

Permutation test, permutation distribution, rank statistics, Wilcoxon-Mann-Whitney test, log-rank test, Kolmogorov-Smirnov-type tests.

Regression

Linear regression, least squares method, Gauss-Markov Theorem, logistic regression, maximum likelihood
Large sample theory

Consistency, asymptotic normality, chi-sq approximation to likelihood ratio statistic, large-sample based confidence interval, asymptotic properties of empirical distribution.
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